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Abstract— Fuzzy Set Theory and Rough Set Theory are the most 

popular mathematical tools for dealing with uncertainties. 

During past decades, these set theories are being applied 

successfully in several areas for solving many complex tasks. This 

paper is concerned with the application of hybrid Fuzzy-Rough 

set based approach for feature subset selection. 
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I.  INTRODUCTION 

In real world, knowledge is represented as an information 

system with set of objects and each object is represented by a 

set of features also called as attributes. Not all features are 

necessary for characterizing an object for a particular task. In 

such circumstances, using all the features increases both the 

time and space complexity. Hence, it is required to select only 

relevant set of features that are required for a particular task 

without affecting the efficiency of the required task. During 

several decades, Rough Set Theory(RST) is being applied 

successfully for selecting the most promising set of features 

especially, when the data is consisting of inconsistencies and 

uncertainties. RST[1] is a powerful intelligent mathematical 

tool developed by Pawlak to deal with inconsistencies but, 

RST can perform well only when the data is discrete. Many 

real world datasets consist of continuous values. So, in order 

to apply RST to deal with uncertainty, data should be 

discretized beforehand. In this paper, standard fuzzification 

techniques of Fuzzy set theory[2] have been applied to 

transform continuous values to discrete ones because, 

fuzzification also aids in dealing with uncertainties by 

allowing the possibility of the membership degrees to more 

than one fuzzy label. Hence, this Fuzzy-Rough set based 

approach for feature selection can perform better than pure 

RST based feature selection techniques. 

The rest of the paper is structured as follows: section II 

discusses the methodology of the work, and  section III gives 

experimental results and finally section IV concludes the 

paper. 

II. METHODOLOGY 

The methodology of the proposed work is shown in figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The methodology of the proposed work can be divided into 
three major phases namely; Preprocessing, RST based and 
FRST feature selection and then evaluating the performance of 
the obtained feature subsets by submitting to the classification 
techniques. 
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Phase 1: Preprocessing of the Input Dataset 

 

Real world data sets are very susceptible to noise and consist 

of many missing values and inconsistencies. So it is required 

to preprocess the data by filling in missing values and 

removing inconsistencies. Inconsistent data affects the 

accuracy of many data mining algorithms. In this paper, 

inconsistent data objects were removed using RST concepts 

and then applied supervised discretization [3] technique to 

discretize all continuous values in the given dataset. 

 

Phase 2: RST and FRST based Feature Selection  

 

The basic concepts of Rough Set theory and Fuzzy-Rough Set 

theory can be found in [4-9]. The basic Quick Reduct 

algorithm [10] for reduct generation is given below. 

 

Quick Reduct Algorithm 

Input: CA, the set of Conditional attributes 

           DA, the set of Decision attributes 

Output: R, Reduct with minimal set of Conditional attributes 

(1)    R← {}, empty set 

(2)    Do 

(3)             TR←R 

(4)              ∀ A ϵ (CA-R) 

(5)                    If γ (R ⋃ A) (DA) > γ TR (DA) then 

(6)                            TR←R ⋃A 

(7)                     R←TR 

(8)    Until γR(DA) = γ CA (DA) 

(9)   Return R 

 

Quick Reduct algorithm works by adding one attribute at a 

time from the given set of conditional attributes only, when 

there is an improvement in the dependency measure and 

terminates when the addition of any new attribute doesn’t 

improves the dependency measure. 

Fuzzy-Rough feature selection techniques use the Fuzzy-

Rough dependency which can be derived from Fuzzy Lower 

approximation [7].  

 

RST and FRST based feature selection techniques are 

implemented in R STUDIO[11] and the code is given below.  

 

##  Discretization 

myquickreduct<-

function(directory,da,discretization,quickreduct){ 

library(RoughSets) 

 

a<-read.csv(directory,na.strings="NA",header=FALSE) 

 

mytable<-SF.asDecisionTable(dataset=a,decision.att=da) 

#shuffle the data with set.seed 

dt.shuffled<-mytable[sample(nrow(mytable))] 

#split the data into training and testing 

#80% for training and 20% for testing  

idx<-round(0.8* nrow(dt.shuffled)) 

data.tra<-SF.asDecisionTable(dt.shuffled[1:idx,], 

                             decision.attr=da,indx.nominal=da) 

data.tst<-SF.asDecisionTable(dt.shuffled[(idx+1): 

                                nrow(dt.shuffled),- ncol(dt.shuffled)]) 

 

##FRST Based Feature Selection 

b.frst<-FS.feature.subset.computation(data.tra, 

                                                       method="quickreduct.frst") 

print(b.frst) 

fs.tra<-SF.applyDecTable(d.tra,b.rst) 

##Write it to table 

write.csv(d.tra,"F:/discretization.csv") 

write.csv(fs.tra,"F:/quickreduct.csv") 

 

##RST Based Feature Selection 

b.rst<-FS.feature.subset.computation(d.tra,   

                                                 method="quickreduct.rst") 

print(b.rst) 

fs.tra<-SF.applyDecTable(d.tra,b.rst) 

write.csv(d.tra,"discretization") 

write.csv(fs.tra,"quickreduct") 

obj.MV<-MV.missingValueCompletion(mytable,  

                                           type.method="deletionCases") 

## Discretization 

cut.values<-D.global.discernibility.heuristic.RST(data.tra) 

d.tra<-SF.applyDecTable(data.tra,cut.values) 

d.tst<-SF.applyDecTable(data.tst,cut.values) 

##Feature Selection 

b.frst<-FS.feature.subset.computation(data.tra,   

                                                  method="quickreduct.frst") 

print(b.frst) 

fs.tra<-SF.applyDecTable(d.tra,b.rst) 

 

 

Phase 3: Evaluating the Performance of the obtained 

Feature Subsets  

To evaluate the performance of the Feature subsets generated 

by the RST based and FRST based feature selection 

techniques were submitted to three classification techniques 

namely K-Nearest Neighbor[12], Naïve Bayes[13] and 

Decision Tree[14].  

III. EXPERIMENT AND RESULT 

Datasets are taken from UCI machine learning repository [15] 

and the description of the datasets are given below in Table.1. 
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Table 1 Description of the Dataset 

The observed classification accuracies for these undiscretized 
datasets are given in Table 2.  

 
 
Table 2. Accuracy of Classification Techniques on Undiscretized 
Data 

 

All continuous valued attributes are discretized and the 
observed accuracies for various classification techniques on 
discretized datasets are given in Table 3.  

Table 3 Accuracy of Classification Techniques on Discretized 
Data  

 

 
 

Subsets generated after applying RST based Quick Reduct 
(RST-QR) and Fuzzy Rough Set based Quick Reduct (FRST-
QR) on the above mentioned datasets is given in  
Table 4.  
 
Table 4. Performance of RST and FRST based Feature Subsets 

 

The comparison of the feature subsets generated by RST-QR, 
and FRST-QR is shown in figure 2. 
 

 
Fig. 2 Performance of Feature Selection Techniques 

The observed classification accuracies on the reduced datasets 
is given in Table 5.  

 

 

Data set 
No. of 

Attributes 

No. of 

Instances 

No. of 

Classes 

Class 

Names 

Breast Cancer 32 569 2 {M,B} 

Erythematous –

Squamous 
35 366 6 {1,2,3,4,5,6} 

Hepatitis 20 155 2 {1,2} 

Lung Cancer 57 32 3 {1,2,3} 

Prognostic 35 198 2 {N,R} 

SPECT 23 267 2 {0,1} 

SPECTF 45 267 2 {0,1} 

Data Set 
Decision Tree 

(J48) 

Bayesian 

Classification 

K-Nearest 

Neighbor 

SPECT 78.5% 73.7% 66.2% 

SPECTF 79.4% 62.9% 67.4% 

Breast Cancer 92.9% 92.73% 88.9% 

Hepatitis 80.0% 83.7% 83.7% 

Lung Cancer 81.4% 79.7% 55.5% 

Prognostic 73.7% 74.7% 69.1% 

Erythematous –

Squamous 
93.2% 97.7% 96.3% 

Data Set 
Decision 

Tree (J48) 

Bayesian 

Classification 

K-Nearest 

Neighbor 

SPECT 68.75% 73.75% 66.25% 

SPECTF 79.4% 73.78% 77.90% 

Breast Cancer 95.95% 95.58% 96.13% 

Hepatitis 80.0% 83.75% 83.75% 

Lung Cancer 62.85% 70.37% 55.55% 

Prognostic 76.26% 76.26% 76.26% 

Erythematous –

Squamous 
93.29% 98.31% 96.36% 

Data Set 
Full Set of 

Features 
RST-QR FRST-QR 

SPECT 23 12 07 

SPECTF 45 20 13 

Breast Cancer 32 11 07 

Hepatitis 20 05 09 

Lung Cancer 57 24 06 

Prognostic 35 09 06 

Erythemato - 

Squamous 
35 17 04 
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Table 5.  Classification Accuracy of Decision Tree on Reduced 
Data 

 

Table 6.  Accuracy of Bayesian Classification on Reduced 
Data  

 

Table 7.  Accuracy of K-NN Classification on Reduced Data  

 

IV. CONCLUSION 

In this paper, RST based Quick Reduct and Fuzzy Rough set 
theory based Quick Reduct algorithms have been applied on 
the several bench mark medical datasets for selecting the most 
promising features. And for testing the efficiency of these 
techniques, the reduced datasets were submitted to three 
different classifiers namely Decision Tree, K-Nearest Neighbor 
and Bayesian classification. Experimental results revealed that, 
even though the FRST based Quick Reduct generated minimal 
subset of features; the classification accuracies are not 
acceptable when compared to the other pure RST based feature 

selection techniques. 
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Data Set 
Full 

Features 
RST-QR FRST-QR 

SPECT 68.75% 70.0% 60.0% 

SPECTF 79.4% 78.5% 79.4% 

Breast Cancer 95.95% 93.84% 94.9% 

Hepatitis 80.0% 90.6% 82.5% 

Lung Cancer 62.85% 63.6% 33.3% 

Prognostic 76.26% 77.21% 73.4% 

Erythemato - 

Squamous 
93.29% 87.7% 66.7% 

Data Set 
Full 

Features 
RST-QR FRST-QR 

SPECT 73.75% 78.7% 60.0% 

SPECTF 73.78% 78.4% 66.8% 

Breast Cancer 95.58% 97.58% 94.5% 

Hepatitis 83.75% 81.2% 71.2% 

Lung Cancer 70.37% 63.6% 48.1% 

Prognostic 76.26% 77.21% 74.0% 

Erythemato - 

Squamous 
98.31% 91.6% 68.0% 

Data Set 
Full 

Features 
RST-QR FRST-QR 

SPECT 66.25% 70.0% 60.0% 

SPECTF 77.90% 79.8% 78.5% 

Breast Cancer 96.13% 97.58% 93.4% 

Hepatitis 83.75% 87.5% 76.2% 

Lung Cancer 55.55% 63.6% 44.4% 

Prognostic 76.26% 77.21% 64.5% 

Erythemato - 

Squamous 
96.36% 88.1% 68.70% 

https://archive.ics.uci.edu/ml/datasets.html

